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Objectives

Gain a solid understanding of human event modeling and
its significance.

Learn about the latest advancements in graph neural
networks (GNNs) and large language models (LLMs).
Recognize open challenges and opportunities for further
exploration.

Engage in discussions to exchange ideas with peers.



Roadmap

e Introduction and motivation
e Methodology
o Part 1: Graph Neural Network (GNN)-based methods
o Part 2: Large Language Model (LLM)-based methods
e Conclusion and future directions



Introduction and motivation



Human events

Epidemic outbreak during 2018-2019 in southern region ity Love
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Figure credit: ABC news



https://abcnews.go.com/International/high-end-complex-nairobi-attack-police/story?id=60387909
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https://medium.com/financial-times/has-the-yield-curve-predicted-the-next-us-downturn-b71a83ecfb74
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Event forecasting

e The task is to predict the occurrence of events in the future using
historical data.
e Underlying mechanism of societal events
o Complex, dynamic, sparse
o Hard to comprehensively model with limited data
o Largely unknown

[ Big data }

\ 4

Model { Future events ]

Build the forecaster driven by large historical data
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Comparison of event modeling tasks

Extraction
o Given a piece of text, extract key elements such as location and entities.
o Supervised/Semi-supervised learning
o Techniques: natural language processing

Detection
o  Given historical or ongoing events, detect anomaly il W=
o Unsupervised learning
o Techniques: anomaly detection, outlier detection, change detection, Mﬂ\—
motif discovery AT b M

Forecasting (or prediction/projection)
o  Given historical data, predict event occurrences in the future ‘

o  Supervised/self-supervised/semi-supervised learning P
o Techniques: autoregressive, Markov chain, sequential models, neural |
networks
. TR
Interpretation il 5

o Given a prediction, provide explanation or evidence
o Techniques: gradient-based methods, multi-instance learning, attention,
knowledge distillation, causal inference




Problem formulation

Binary event prediction

e Given static and dynamic input features, learn a classifier that maps
the input to a binary event variable (e.g., protest or not) at a future
time for a target location .

Multi/Concurrent event prediction

e Events can occur concurrently (e.g., Appeal for judicial cooperation,
accuse of crime).

e Learn a classifier that maps the input to a multi-hot vector
denoting the occurrences of different event types.
More

e Time prediction [ Event | [ Event | When? Who?

e Actor prediction = e .- —

o 111171

® 11111

e 11111 —»

® 117111 2

e 1111 Events

Protest

Consult 0-4
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]| o2 Visit

) 0.1
Events

12



Lead time
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Figure credits:
Let the Machines Learn; New York Times; MIT OpenCourseWare

Human event data

Text

—

- Wﬁ‘mﬂ“fkm@ s
'MEN WALK ON MOON |

ASTRONAUTS LAND ON PLAIN:
- COLLECT ROCKS PLANT FZAG

Time Series

MMWWWWMMWMM
A i Aot

gy st gl

eyt

it Ml al idhs oA LA

4 Afadd AERRIAT A AR | AR AN i

14


https://yashuseth.wordpress.com/2019/10/08/introduction-question-answering-knowledge-graphs-kgqa/
https://www.nytimes.com/2017/08/03/insider/1969-stuck-on-earth-photographing-the-moon.html
https://ocw.mit.edu/courses/14-384-time-series-analysis-fall-2013/

Examples of event data
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https://servirglobal.net/Global/Articles/Article/2642/satellite-data-aids-forest-fire-detection-and-monitoring-in-nepal

Characteristics of social indicators
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Challenges in human event prediction

Multi-source unstructured data

Weekly count of protest events in Venezuela

Event data from GDELT, Global Data on Events Language and Tone; ICEWS, International
Crisis Early Warning System; and GSR, Gold Standard Report (see suppl. materials).

500
W GDELT
| ICEWS
400 ——— W GSR
E 300
8
€
3 i !
A\
100 X

Source: Wei Wang, Ryan Kennedy, David Lazer, Naren Ramakrishnan. Growing pains for global monitoring of societal events. Science 30 Sep 2016. Vol. 353, Issue 6307, pp. 1502-1503
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Challenges in human event prediction

Dynamic and rapid changes over time
New words, entities, relations and shift of topics

2500
—— truck
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—w—— march
- government
§ block
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-
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Source: Spatio-Temporal Event Forecasting and Precursor Identification. Tutorial in 25th ACM SIGKDD Conference on Knowledge Discovery and Data Mining (KDD 2019)
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Challenges in human event prediction

Heterogeneous data
Need to align data samples with different time granularity

SO [ Elye New York Cimes =55
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Other challenges

Dependencies among events, e.g., spatial dependencies

Guangning [IL
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Lack of interpretability — benefit for decision making

Model

prediCt{ Future events ] WhY’
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Explainable event prediction

can be general signals, features, and even
distributions in open source data sets.

Precursor discovery refers to identifying specific examples or
instances in the historical data given a prediction.

Explainable predictive models uncover significant features,
graphs, documents for explaining prediction results.

21



An example event
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2014 Venezuelan National Students Protest

major protests

began with student
marches led by
opposition leaders
in 38 cities.

Feb. 12
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2014 Venezuelan National Students Protest

Opposition Leader, fmajor protests

Lopez, called upon jbegan with student

students to marches led by

peacefully protest. Jopposition leaders
in 38 cities.

Feb. 1 Feb. 12
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2014 Venezuelan National Students Protest

Lopez, alongside Opposition Leader, fmajor protests

Maria Corina Lopez, called upon jbegan with student
Machado launched students to marches led by

a campaign to peacefully protest. Jopposition leaders
remove Maduro in 38 cities.

from office.

Jan. 23 Feb. 1 Feb. 12
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r |
Murder of former Miss
Venezuela, Monica Spear.

Former presidential candidate

| & .mis;;f,_,fw%ﬁyu "

¥
of President Maduro

458 on a university campus in San
' Cristébal

The harsh police response to
their initial protest

January

Henrique Capriles shook the hand =

i Attempted rape of a young student”

2014 Venezuelan National Students Protest

Lopez, alongside Opposition Leader, fmajor protests

Maria Corina Lopez, called upon jbegan with student
Machado launched students to marches led by
a campaign to peacefully protest. Jopposition leaders

remove Maduro in 38 cities.
from office.

Jan. 23 Feb. 1 Feb. 12
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If social scientists need to do this a lot

http://phdcomics.com/ 27



Explanation

Overview

Explainable Event
Forecasting Models

Event
Forecasting
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Early approaches
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Statistical methods

e A probabilistic model [Radinsky et al. 2013]
o Assume that events in the real-world are generated by a probabilistic model that
also generates news reports corresponding to these events.

e Athreshold-based approach [Manrique et al. 2013]
o The model forecasts civil unrest relying on a search in volume of event-related
terms and their momenta.

e Hidden markov model [Qiao et al. 2017]
o A HMMs-based social unrest (SU) event prediction framework: two HMMs are
trained, with one for SU-prone sequences and one for SU-free sequences.

Radinsky, Kira, and Eric Horvitz. Mining the web to predict future events. WSDM. 2013.
Manrique, Pedro, et al. Context matters: Improving the uses of big data for forecasting civil unrest: Emerging phenomena and big data. /EEE International

Conference on Intelligence and Security Informatics. 2013. 30
Qiao, Fengcai, et al. Predicting social unrest events with hidden Markov models using GDELT. Discrete Dynamics in Nature and Society 2017 .1.



Machine learning methods

e Random Forest [Kallus 2014] J(w /\‘h JQ&
o Quantify the predictive signals/features L 4

Positive bag
Negative bag

e Multi-Instance Learning [Ning et al. 2016]
o Incomplete knowledge about labels in training data;
Propagate bag level supervision to individual document

e Multi-task learning [Ning et al. 2018]
o Explicitly enforces pairs of cities with similar event okl Mok Faskd sk

patterns in the past to learn similar vectors. \ i ¥ i | l*r*l s

Kallus, Nathan. Predicting crowd behavior with big public data. World Wide Web. 2014.
Ning, Yue, et al. Modeling precursors for event forecasting via nested multi-instance learning. KDD 2016.
Ning, Yue, et al. STAPLE: Spatio-temporal precursor learning for event forecasting. SDM 2018. 31



Early deep learning methods

e Recurrent neural networks (RNNs) [Meng et al. 2019]

o Use recurrent neural networks (RNN, LSTM) to capture
temporal information of event signals to predict the civil ~ =-..
unrest events.

e Attention models [Wang et al. 2018, Ertugrul et al.

2019] i
: : I TN
o Use attention methods to study different contributions of [@] aea
data points in the time series for predicting civil unrest and / //n{ \a,\ |
explaining feature importance. ﬁ%ﬁ% ﬂ‘

Meng, Lu, et al Leveraging heterogeneous data sources for civil unrest prediction. Social, Cultural, and Behavioral Modeling (2019).
Wang, Xiuling, et al. Unrest news amount prediction with context-aware attention Istm. PRICA/ 2018 32
Ertugrul, Ali Mert, et al. Activism via attention: interpretable spatiotemporal learning to forecast protest activities. EPJ Data Science 8.1 (2019).



Limitations of these works

Reliance on feature Limitations of using
@ Q selection and grid-like or
engineering homogeneous data
? | Limited model ability Limited causal

! to understand analysis in event Cause N4
m predicted events prediction {\\

Image credits: https://splashbi.com/what-is-feature-engineering/ 33



https://splashbi.com/what-is-feature-engineering/

Part 1. Graph Neural Network (GNN)-based
methods



Graph Neural Networks (GNNSs)

GNNs are a class of neural networks that operate on graph-structured data. GNNs
are powerful for graph representation learning in diverse domains.

:country
AN \ USA. \
e £ ¥
ot .
g
] ® o\\‘:’: - :university

3 » ° ° educated_at
° o ™ ¥ » Mikhail Baryshnikov ]—>[ Vaganova Academy }

[ ® :ballet_dancer
3\ ¥ ° Wa’ded :award

Social Networks Knowledge Graphs Protein Iniéraction Networks

Standard CNN and RNN architectures cannot work effectively on graph-structured
data.



How do GNNs work?

A message-passing-framework perspective

e Node representation updates by aggregating messages sent from its neighbors

e K-layer GNNs take into account K-hop neighbors o
Representative GNN models / \ D P i

e Graph Convolutional Network (GCN) Xd x;'

e Graph Attention Network (GAT)

e Relational Graph Convolutional Networks (R-GCNs)

Kipf, Thomas N., and Max Welling. Semi-supervised classification with graph convolutional networks. arXiv:1609.02907 (2016).
Velickovi¢, Petar, et al. Graph attention networks. arXiv preprint arXiv:1710.10903 (2017).
Schlichtkrull, Michael, et al. Modeling relational data with graph convolutional networks."ESWC 2018.
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GNNs in event forecasting

GNNSs in event

forecasting

l

Vanilla graph
learning

'

Graph learning
with contextual
information

l

Graph learning
with causal
reasoning
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Vanilla graph learning
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Vanilla graph learning

Concentrate on graph operations, which leverage node and/or edge embeddings
techniques.

Temporal

Graph Graph Output
: —> . — dependency —> L
construction learning : prediction
learning
- ?
4 < . :
Nodes/ve\nfes e&@.e [Dj >mbd‘/vxb {;_b’mbrv Xe n

mm o 2 s )
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Graph construction

Define graph structure

e Historical event data (Gs—k+1,---,Gt) where k is the sequence length.
o G; = (V4 E;) is the graph at time t with the node set V and edge set E.

[ [
LN T
Nodes/vertices l:l:l:]
S OO
O N [O.

Define features for graph elements

e Word embeddings for node features at time t denoted as XﬁVXd , Where N is the
number of words and d is the feature dimension.

40



Graph learning

Update node and/or edge representations based on information from neighboring
nodes.

Updated Neighbor
representation information extractor Xar..
of node i a Cnbb
l) . (l_ 1 ) . (l _ 1) ) T Xb (_Ambc x,
H [i] AGG (EX (H i;H e)) Xo—me
' VjeN:(i),Ve€E: (j,i)) g [ ] ‘ [J] e >mbd%T \mbe
. €

information of source

Gathers the neighborhood
nodes, e.g., mean, max.
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Temporal dependency learning

This step involves capturing temporal dependencies from past events to
effectively forecast future events.

Techniques commonly employed include time series analysis methods, recurrent
neural networks, attention mechanisms, or customized temporal methods.

Time-Series Analysis

Variable

g 0

r1

: - [A{AA——[A
| © ® @B @T} ®
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Output prediction

Use the learned node or graph representations for downstream tasks, such as
predicting binary events or concurrent events, by applying an appropriate output
layer.

E.g., applying
sigmoid to predict the
binary occurrence of

events.

input layer hidden layer 1 hidden layer 2 output layer

43



Learning Dynamic Context Graphs for Predicting Social
Events [peng et al. kKDD19]

Propose a novel graph-based model for predicting events and identifying
relevant event subgraphs.

Motivation

e Improve the interpretability of event forecasting algorithms by providing
supporting evidence/clue, e.g., subgraphs.
e Graph structured data encode rich information and easy to understand.

Deng, Songgaojun, Huzefa Rangwala, and Yue Ning. Learning dynamic context graphs for predicting social events. KDD. 2019.
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Encoding documents into graphs

News articles

Pointwise mutual
. information (PMI)
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Model framework: DynamicGCN
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Model framework: DynamicGCN
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Model framework: DynamicGCN
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Learn the node representation
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Model framework: DynamicGCN
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Model framework: DynamicGCN
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A case study

Context subgraphs generated from the trained model.

02/01/2014

. 3 A_G
grievance banish Yingluck

02/02/2014

overthrew
d

anti-election

distraught

02/03/2014

overthrew TGS,
interrupt

spread

flag
argument
compel
assert quell
justify silenced O anti-election
combat

conciliatory

02/05/2014

02/07/2014

rice thrust outspok

stumble
discredit
alien Yingluc

registrar unlawiul

Violence grips Thai capital on eve of vote
called by Yingluck.

Thailand started voting. Voters blocked
by anti-election groups squared off
with scuffles and hurled objects.

Election Commission asked the national
police chief to maintain law and order.
Thai Protests Disrupt Vote.

Yingluck’s former commerce ministers
were suspected of being involved in
improper rice deals.

The election related to Yingluck was ever interrupted

€ — — =

A possible fraud involving
rice traders and some ——
politicians.
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@ Coffee Break

(15 minutes)

Next: Part 1: Graph Neural Network (GNN)-based methods

- Graph learning with contextual information

52



Graph learning with contextual information

e Context in graph construction
e Context in graph learning

53



Graph learning with contextual information

e Context in graph construction
e Context in graph learning

54



Spatial-temporal knowledge graph network for event
prediction [Huai et al. 2023)

Introduced additional spatial and textual information in graph construction, and
proposed a spatial and temporal knowledge graph neural network (STKGN)

News: September 11 attacks, also called 9/11
attacks, suicide attacks committed in 2001 by ' News: On October 7, 2001, a U.S.-led

19 militants associated with the Islamic + | coalition begins a war on Taliban-controlled
extremist group al-Qaeda against targets in . Afghanistan to target terrorist mastermind

L] L]
Motlvatlon the United States, which killed 2,750 citizens| * | Osama bin Laden’s al-Qaeda organization.

and triggered an effort to combat terrorism.

. . . Extremist Citizen Coalition
e Cause of the incident is not local. mow :
e Trans-regional implications are | o : ik
1 trigger ntiterrorism : ar —aec il Terrorist
behind the occurrences of events. Attack e o 5 W 21 organization

Regionl: USA . Region2: Afghanistan

2. Trans-regional implication

Region information as

f n ig. 1. An example of trans-regiona .
EE re et Gonnect the two nodes

Huai, Zepeng, Guohua Yang, and Jianhua Tao. Spatial-temporal knowledge graph network for event prediction. Neurocomputing 553 (2023).



Context-aware event forecasting via graph
disentanglement [ma et al. kbb2023)

Introduce specific categorical context in graph construction, assuming the
availability of external prior knowledge.

. . % of event types | #events per event exemplar
hierszhical event anelogy in each level type of each level event types
- , 1level 7% 20,063 02: appeal
g
Motivati g
Otlvatlon i? 2nd |evel $ g 43% 4,574 021: appea.l
< for cooperation
=
g 0211: appeal
M f I I i t I i 2 3rd |evel for economic
° ost events fall into general types in EY 3tlevel O Oeoe 50% 497 L

the event OntOIOQy, and tend to be (a) Most events fall into coarse-grained and higher-level types.

coa rse'g rai ned s »(cooperate with, US)

-

e Events defined by a fixed ontology fail prosideny |-/ Smmia 3 > (make a visit, Brazil)

.

to retain out-of-ontology contextual T > OB s (make avist, indonesia)
information. 20110 ZOIZO year * ¢ > context

(b) Diverse contexts affect event forecasting.

Ma, Yunshan, et al. Context-aware event forecasting via graph disentanglement. KDD. 2023. 56



Leverage contextual information

Define context as a categorical value and assign it to each event.

1. Use the context as a prior guidance to 1. Construct hypergraphs.
separate the event graphs. 2. GNN learns the collaborative
2. Capture the context-specific patterns. associations among contexts.
Separation Collaboration
x.(h Ee, P e\ ey v B (s,mt+1,¢1) R
& - o LI & [frzsn/ P Ce/o): = HEH
C o @ @ c1 (o) c1

entity

v E. E
3 7 <l . g “
& - 7 / hypergraph s,r,t+1,c A
& ol ® e T o T . [ = ¢ 2500 > o,
S ] R
g

0O (6]
o) o o o E o/ @ o . E
¥ o £ Z T, t+1, .
F o g e fr e L s eag],
S relation 4
o o T REH e ReEH
event A
graphs © Q?Q @ ) M | . L N ’
¢ ; : R Context-specific Cross-context Context-aware
t—2 t—1 t i Modeling Modeling Prediction

Context-aware Graph Disentanglement



Graph learning with contextual information

e Context in graph construction
e Context in graph learning
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Dynamic knowledge graph based multi-event forecasting
[Deng et al. KDD2020]

An event: (Citizen, Criticizes, State government, 02/26/2015) “A Politician attacked
the government on various fronts such as fertilizer crunch and land acquisition act.”

context-aware

embedding fusion o fertilizer
state government government

O w5

- - Word graph
citizen e S
O Criticizes SO land

crunch

Event graph

entity: state government < relevant words : [government, state]

Deng, Songgaojun, Huzefa Rangwala, and Yue Ning. Dynamic knowledge graph based multi-event forecasting. KDD. 2020.
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Model framework: Glean

Predictionat T
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|
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Model framework: Glean

Predictionat T

T ==~ f
Model at time t : M Event
. Prediction
2
Input GCN  {Embedding; \=ncoder @
_ % Fusion i ( DT 8) :
O ! :
E Graph o _ _ _ Pooling
QO E Sampling |
& - O(‘(C; O‘(% i [Temporal
’ Inference =
compGoN |~ O s aal
Enc?der 4| Intrinsic [
: Inference A o
I A iction
Encoding data into graphs; VIl e o
Lespm cmmenre =00 ek ieha it s S bR b > Time

relational embedding
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Model framework: Glean

Model at time t

Prediction

e s !

E o Graph
O E Sampling
O

Fusion

CompGCN

EedEee
_ | Pooling
b ———
@ee@en Temporal

“Embedding; \_Encoder :;‘:2;-;0
¢

atT

Event
Prediction

(Inference )
Recurrent D

T~
Enc?der 4| Intrinsic

Fuse two types
of embeddings

Inference
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Context-aware embedding fusion

various fronts such as fertilizer crunch and land acquisition act.”

An event: (Citizen, Criticizes, State government, 02/26/2015) “A Politician attacked the government on

vernmen
Relational embedding (State government) (state/gove ? Y :
Semantic embedding
learned from event * learned from word graphs.
garaphs.

exp (Attn((th’(i), Ew))

A (i,0) = €R, (7)

— -
LpeW; €Xp Attn(h t,(i),h(p)

t Q)= tanh(W [ h,; (i) Z at,(i,w)ﬂa) ]) € Rd, (8)
~—— weW; ————
rel. semantic

—

Fused embedding that enhances
the information of entities (or event

types) from words. |W;| > 1 : the set of words related to entity i

Embedding Fusion

court act charge

Iegal
JudlClary b.
+" detain

ﬁ[_ow??

t-m

Members of

Judiciary arrest, detain,

. or charge

Q' . \o J
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Model framework: Glean

E o Graph
O E Sampling
O

Predictionat T

The recurrent encoder

models temporal information

for final predictions.

TT—1 o m————
Model at time t | ) .v p_r%iﬁgn
................................. | S
GCN | Embedding Enccl)der .."j 9
o Fusion @)oo i @7
% m _ | Pooling @
P - Cr—
L | e |
CompGCN : 7. D
Encoder ) :("ntrinsic
Inference
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Model framework: Glean

Graph
Sampling

Model at time t

CompGCN

Embedding
Fusion

[ Prediction model

Predictionat T

ATA ~ ===
, v Event
| ) 9 Prediction
Recurrent ‘
Encoder [ i?:
oeEe @
: :
__, Pooling e
-
Ezoic=D [ Temporal|
' Inference |
-
Encoder ) (intrinsic )
. Inference
|
A
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Experimental results |
Glean is the best and

“fusion” is helpful.

Multi-event prediction _ o
Multi-actor prediction

Niethiod India Russia . .

F1 F2 Recall F1 F2 Recall Method India Russia
DNN 5249 5465 56.38 53.81 5844  62.61 H@1 3 10 1 3 10
MLKNN 52.33 5427 5577 5138 5529  58.62
BRKNN 50.36  53.05 56.00 47.46 51.53  56.64 DN , 240 101 a7 145 2T 3840
MLARAM 33.68  33.93 3410 2567 2627  26.71 RENET 8.87 2157  39.85 16.52 2231  40.21
DynGCN 4180 4257 4319 5281 5677  60.14 tRGCN 9.74 22.74  41.04 18.83  30.79  44.62
T-GCN 6073 6414 6720 5636 61.86  67.66 tCompGCN 9.62 21.91  40.53  18.27  30.20  44.79
RENET! 55.10 57.26  58.99  54.47 5898  63.02 Glean_temp 13.39 2450  43.68 18.24  31.15  43.27
RENET? 58.44 6146  64.18 5585 60.86  65.66 Glean_fusion 13.95 27.03 45.73 20.25 34.64 48.10
Glean_fusion 65.91 70.87 75.80 5892  65.60 73.47 Glean 14.01 27.17 45.73 20.49 3436  48.10
Glean 66.69 7195 77.31 5892 65.64 73.57

% relative gain 4.6% 10.9% 4.7% 88%  11.2%  7.4%

% relative gain ~ 9.8% 10.9%  15.0% 4.5% 6.1% 8.7%




Case study

|[dentifying important historical events.

The blue part represents the
subgraph sampled for actor
prediction.

e Select entities that partially retain
their feature variables after a max
pooling layer.

The red font indicates the model
prediction.

Business

Ministry

<

A number of media persons
were injured in the lathicharge
here when seers and activists
of VHP clashed with the police.

Arrest, detain, or charge with legal

0.08 10/11/15

.V

Criticize or denounce
10/10/15

! Activist §

........ grnnmand
H

Protest violently

s
-----------

itizen 10/14/15 Police

........... ..‘.....
Use tactics of violent
repression

AN

H
H
H

[ — -

K

Event type

v

10/13/15

~ Protest violently

e = { Subgraphs )

Activist

Intrinsic Temporal Entity ranking
0.0917 0.0077  Activist [N
0.0828 0.0075 Citizen ]
0.0705 0.0069 Protester [
0.0243 0.0041 Employee ]
0.0004  0.0011 Children [1

Protest violently, riot 10/14/15
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Understanding event predictions via contextualized
multilevel feature learning peng et ai. cikm2021]

Introduce contextualized multilevel feature learning for interpretable event
forecasting, i.e., providing example-level explanations.

Motivation

e Eventdata (i.e., ICEWS) can be organized in multiple levels.
e Combining multilevel features can provide rich explanations.

event frequency c

news article Dy

event ¢ YR
€1 €2 €3

Deng, Songgaojun, et al. Understanding event predictions via contextualized multilevel feature learning. C/IKM. 2021.
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A motivating example

Predicting and explaining Covid-19
trends in CA.

Historical days

Prediction window

Past News articles Event graph
Data
vs 1: California’s governor issued a  correlation
ake -
unprecedented statewide “stay at home ‘\é\o\‘\cv
order” directing residents to hunker down
in their homes in the face of the fast-
spreading coronavirus pandemic. ...
Newsom had discussed the matter with a
Democrat from Northern California. ...
: ... Frustrated passengers
complained of hours-long lines, crowded
and unsanitary conditions . ...
US airports have been hit with a flood of
Americans, many of them students, since
restrictions on travel from Europe took S;mpqse
effect at midnight Friday. ... ”C"Ons
News 3: ...
| @ Predict
I
: Feature Important _ Trivial
| Covid-19 trends in CA News Nows #
Entit
: A ew | Q |OO
4 t;;’: Appeal | Consult
time

69



Model framework: CMF (Contextualized Multilevel Feature learning)

e A predictor fuses hierarchical and heterogeneous data, and learns sequential features.

Multilevel Feature Learning

Prediction
0.4
0.3
0.2 Frequen.cy Ct z
0.1 Embedding ®
Level 1 Seffattention 1/ 00
o [P " L 1)
|f|-, D; : :
1——|Dp |D; D; Context
P — : X Embedding
[P Dip| -
Nodes Edges

@ Edgeupdate. @ @ @
@ a, _Node update o9
y

Av,r,u)

Level é%:()

Graph Learning

Explanation

-| Explainer |+ -
I

Identify
Important
Articles

Identify
Important
. Events

Temporal Feature
Learning

[Cinear}—z*

P Time
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Prediction

1. Multilevel feature learning that
hierarchically models heterogeneous
data.
e Level 1 Frequency Embedding
e Level 2 Context Embedding
e Level 3 Contextualized Graph
Learning

2. GRU learns sequential information
across different historical time steps.

Prediction
0.4
0.3

o 0.2 Frequency Ct :
c 0.1 Embedding ®
c
- =
8 Level 1 Self-attention ' ‘ 00
=l D, ENrdnamiimd
£ ?D‘ Ded +
= 4—|Pwr |Di" X D v Context
§ Level2 LI—— : // 5 ( : ] Embedding

|Pioi Diny| =
< - ,
Q@ Edge update_
= Node updat ...
S Level 3 gNode update (50
= O%:O @) l

Contextualized @

Graph Learning A(v,r,u)

Temporal Feature
Learning
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Model framework: CMF (Contextualized Multilevel Feature learning)

e An explainer provides temporal and multilevel explanations.

Prediction

03 04 ®
o 0.2 Frequency Ct ®
f= 0.1 Embedding ® Explanation
= S e R . — ) S
S Level 1 Self-attention ’ | 000 | !

h ol .

— 5 D, Dy | D: ) ‘ D\/\ Identify
o D, : : : mp - f Important

I i : ; i D Explainer |« ¥
2 =[P |Di D; Context . Articles
3 1= P ! ©00)  Embeddin ' B ‘
3 — : : 000 ;
2 Level 2 D b g . , D| o
£ S ‘
) 5 @ Edge update, @) @ @ Nodes Edges Gt'b. : Identify
= : Important
S Level3 a, _Nodeupdate (L , \ ' | Events
= @ ' Pooli ! DT Explai -

. plainer
Contextualized aD ‘
Graph Learning Av,ru) !
' P Time
Temporal Feature - i
Learning [Cinear}——z"




Multilevel explanation

The learning objective:

e |dentify a subset of key news articles and a subgraph of key events over
the historical time window.

Formalize the feature importance using Mutual Information (Ml):

~At+A t—w-1:t
pMax MI(gEA, (D)

:H()A/t—FA) _ H(f/t+A’{’Ds}t_W+1:t)

Since direct approximation is intractable, we relax the objective using parameterized neural
networks to obtain {p 1t—w+1t, i.e., learn important scores for articles and events.
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Multilevel explanation

1. Reference embedding, a guideline for selecting
important features at each historical time step.

o = £, (' fp

Averaged node and edge embeddings

' o1, t—w+1<7<t

Final feature vector (GRU)

[Cnear}—— 2!

P Time
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Multilevel explanation

1. Reference embedding, a guideline for selecting

important features at each historical time step.
Averaged node and edge embeddings

z” :fZIEEBﬁTEBF), t—w+1<7<t
Final feature vector (GRU)

2. Semantic explanations which identify key
documents at each historical time step.

ap, = VTTanh(Wa(hDi > zt))

Explanation
s Identify
: mp : : Important
' D E Feglalnag e Articles
bww
- P Time
htJGRU
[Cinear}—z’
MLP [—P(Y'+4
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Multilevel explanation

1. Reference embedding, a guideline for selecting
important features at each historical time step.
Averaged node and edge embeddings
z" :fZIEEBﬁTEBF), t—w+1<7<t
Final feature vector (GRU)

2. Semantic explanations which identify key
documents at each historical time step.

Explainer |+

Identify
Important
Events

P Time

ap, = VTTanh(Wa(hDi > zt))

3. Relational explanations which detect key events by
applying edge masks.
Qo) = Tanh(le2 (zt D forla, Da, ® au))) Event tuple info.
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Two explanation examples on the Covid-19 dataset

Mar. 15 Mar. 17 Mar. 18 Mar. 19 Mar. 20
Appeal = _ Governor Appeal ‘ Statement Statement '
Restrict | Attorney O O Prison gov. | Trump Hospital Resident
Hospital aiq Lawmaker
Gov. O——>O Hospital Statement Statement
Traveller Request ) Navy
Navy Hospital Industry

Crew members on the U.S.
Navy hospital ship docked in
LA tested positive for the
coronavirus.

US airports jam up travelers for
medical screening.

San Francisco District Attorney
push for reductions to jail and
prison.

Pentagon preparing navy
hospital ships for Coronavirus
Response.

With Shuttered businesses,
unemployment could
skyrocket up to 20%

The USNS Mercy is heading
to the Los Angeles area.

Trump says hospital ships
heading into coronavirus
battle, Navy says they're not
ready yet.

California governor issues
sweeping statewide “stay at
home” order over coronavirus.

California governor says half
of state may get coronavirus;
seeks medical ship.

Predicted
increase

7

Mar. 30
CA

Time

Campaign

Bideno—,o Voter

Leader O\‘O
Atten

Convention

Biden campaign holds Out for
LGBTQ+ Women virtual
meeting.

Newton Democratic leader
staying home to attend national
convention.

Community,~ Request Holiday

Employers Reject

A payroll tax holiday created to
help Americans struggling
financially due to the pandemic
is being rejected by many
employers.

Biden O-M>OTrump

Cuomo
Statement Resident

Joe Biden extends greetings
on independence day with a
swipe at Donald Trump.

Gov. Andrew Cuomo will kick
off the We The People Helping

Each Other Through COVID-19.

Statement

Actressi 7 )US
Statement

Community

An actress spoke of the toll of
the virus on the American
people in a convention held
entirely online.

The opening night of the 2020
Democratic National
Convention was held online

Statement
Jewish
President
Company Statement
Authorities

Jacqueline Mates-Muchin
addressed the DNC'’s Jewish
American Community Meeting
held via livestream.

Stephen Colbert tackled
Democratic dynasties.

Predicted
decrease

N

Aug. 29
NY

Aug. 14

Aug. 15

Aug. 16

Aug. 17

Aug. 18
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Text-enhanced multi-granularity temporal graph learning
for event prediction [Han et al. icomM2022)

Develop a graph-based model that learns entities and event types embeddings
through different historical hierarchies.

Motivation

e Existing methods rely on Markov assumption that event's probability only
depends on very recent history — a condition not always true in real life.

Han, Xiaoxue, and Yue Ning. Text-enhanced multi-granularity temporal graph learning for event prediction. /CDM. IEEE, 2022.
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An intuitive example

= protest
time E
it = 0.4
ong-term =
2010 statistics i 0.3
5
= 0.2
S 0.1
=
é Events
Event statistics 2010-2015
20151 medium-term
tendencies protest
2015/11 2015/12
Event frequencies
. Military
short-term Parliament Persinnel
triggers
2015/12/31
. News Sentence: Nevws Senteiice:
...show up at the " staged
rallies and vist d ey
v % povple. emenstr at.lons,
ihe peopee... . clashed wtith..."
dict protest Citizen
predict p Events at 2015/12/31

at 2016/1/1

To predict if protests would happen tomorrow in
a city, three potential questions:

Long-term statistics: s this society in a stable
status? Annual statistics can act as prior
knowledge for the prediction.

Mid-term tendencies: Do people tend to protest
these days? Factors can be current economy and
unemployment rates, and a look-back period like
few months.

Short-term triggers: Any recent events that may
trigger a protest?
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Model framework: MTG (Multiple Temporal Granularities)

,,,,,,,,,,, Input
i Parliament Military Persinnel
3 t+1 % e %, &/ News Sentence:
) /"~ News Sentence: \% Ky " ..staged
| { = "...show up at the D) demenstrations,
i — — // rallies and vist clashed wtith..."
i — — ;
: —
i —

Sentence

|
I
I
I
|
I
|
|
|
I
,,/:/ the people..." Citizen
I
E
! ~ .
| | —"embedding
|
|
I
|
I
|
|

Recurrent 2
Encoder y
Prediction




Model framework: MTG (Multiple Temporal Granularities)

Parliament

Military Persinnel

y

Prediction

|
I
I
I
! . %, S/ News Sentence:
|/ News Sentence: 6’4. Ky " ..staged
VA "...show up at the \% D) demenstrations,
:/ rallies and vist clashed wtith..."
=4 the people..." Citizen
|
|
|
i ° ) Senten?e
| | —""embedding
! (e
I
E 000 (00
I
! Recurrent
i Encoder
|
k ( [CICXC) (CICIE), N
I
| \\ Text-CompGCN |
: \ /
: \ /
i \ T
\ /
| \ |
! Cache (¢) Memory (¢)
J

Cache and Memory Modules

e(t-1)
cuft-1)
e/(t-1)

Cache (-1)

Graph
Attention

znm

[ Memory updator

|

¥
my(t)
m(t)
m(t)

Memory (f) 7

m-1H(O O O)
myt-D[ (O O O]
mt-1)(O O O]

Memory (t-1)

t-1

Events at t:
{(s,r,0, T, F)}

msg(s)

msg(0)

msg(r) | zt) | z() | F T
I

[ Cache updator ]

¥
e(t) @)
0] @
ct) @) )

Cache (1) t+1

A RNN-based cache module models the
mid-term tendencies, similar to RNN.
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Model framework: MTG (Multiple Temporal Granularities)

Parliament

\

Cache (1)

Military Persinnel

Memory ()

|

I

| pe &/ News Sentence:
|/ News Sentence: Ky "..staged

v "...show up at the S demenstrations,

b rallies and vist clashed wtith..."
):/ the people..." Citizen

|

|

| °® _Sentence

| | —"embedding

| -

: Y

: 000 [X@)

I

| Recurrent g
! Encoder y
|

} ( 00000~ Prediction
I

E \\ Text-CompGCN |

| \ //

I T

} ]

I

|

|

J

Cache and Memory Modules

e(t-1)
cuft-1)
er(t-1)

Cache (t-1)

Graph
Attention

y
20

0[O O O]

{ Memory updator

A
m() (© O O
m,(t) O O O
m(1)

Memory (f)

m(-H(O O O)
myt-D[ (O O O]
m-1)(Q O O]

Memory (t-1)

t-1

Events at t:
{(s,r,0, T, F)}

msg(S)[z_,(t)Iza(t) Icr(t-l)l T ]

msg(0) [zo0) | zt) |edt-D)
msg(r) (20 [ 20 |_F
[

T

[ Cache updator

|

y
20
ot
et

Cache (1)

A
t+1

Memory module models the long-term
statistics, using a memory matrix.
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Impact of the text feature and the memory module

0.85
[ base
0.80 0 w/o text
w/o text or

7 o0.75

0.70

0.65

memory

THA EGY RUS IND
Dataset

(a) F1

Long-term
information is
|
oo helpful!
5.5 -  base
' 0 w/o text
y 0.75 I w/o text or memory
Z0.70 w
m
0.65
0.60
055" THa EGY RUS IND
Dataset

(b) BACC
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Graph learning with causal reasoning

Two-stage approaches:
e Discover causal information
e Use them to assist in forecasting
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Causality

Causality is an influence by which one event contributes to the occurrence of
another event Ice cream

%&\OQ ‘
\)"9
O‘b A
L}

gcorfe'aﬁon Correlations v.s. causation
/0/7
Hot and sunny ,
summer weather
Sunburn

Causal reasoning is a promising direction for improving prediction accuracy and
interpretability in event forecasting.
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Robust Event Forecasting with Spatiotemporal Confounder
Learning [peng et al. KDD22]

Leverage estimated event-related causal effects as prior knowledge for event
prediction

Motivation

Existing event studies focus on correlation analysis.

e Causal effect learning has shown advantages in improving predictions in
recommender systems, disease diagnosis, and computer vision.

e Studying causal effects of events might contribute to more robust predictions
of events (e.g., less susceptible to noise in data).

Deng, Songgaojun, Huzefa Rangwala, and Yue Ning. Robust event forecasting with spatiotemporal confounder learning. KDD. 2022. 86



Problem formulation

e Estimate individual treatment effects (ITE) of multiple pre-defined treatment

events (e.g., appeal, demand, etc.) on a target event (i.e., protest).

Covariates Treatments Outcomes ITE

Appeal Protest occurs
CountI Treated onday 7
g= 1 —>
Count ‘ Appeal yle=1)=1

123 456 Day

Appeal
Count Controlled Protest does not /
------ c=0 occur on day 7

y(c=0)=0

123 456 Day

How does increased “Appeal’ causally impact “Protest’ at a time and location?

e Predict future events with the estimated causal information.
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Proposed method

CAPE, which incorporates causal inference into the prediction of future event
occurrences in a spatiotemporal environment.

Event Prediction With |

Treated
Causal Knowledge

Residual

Causal Inference

: l
|
| : | .
> > S E | |
I €l | g By I I R I
| ) o 2 2 I i I
I A Bl 5 o o] g | I I
C\ = P=1 (O) (@) : |
1 A\ PR © |[» © ->+-> | e |7 : I |
ALy = = F
o o o} o Z| P = | |
| @© © i |
ho) o] e = ! £ |
! o = G| |O v U | !
© [0} 2 e |
| ) o 1 L I l |
| |
|
P e |
| : |
| - Crostment) ' | |
| Connection , : | |
! : : |
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Causal Inference

1. A spatiotemporal model learns hidden
confounder representations using covariates.

Residual

> — E
= = =1
o o TR .
2| 13 z| |2 5
3| |8 S| |8 g |
"é'u' == O (@) A
&t = "—“"+”’.c i = :
‘ al 8 gl || 2D
<t t—A+1 t elle |
- = : .. . © © =
Xz (Xl > ’Xl) G| O = === :

Skip
Connection

Temporal Feature
Learning

Spatial Feature
Learning




Causal Inference

2. A multi-task framework estimates two
potential outcomes for each treatment

] ~t+8 ~t+8
event (/) Yi) (1) Yi) (0)
Treated
E
e
gl
z| o H
v | ]
= |

Controlled



Causal Inference

At+5(1) gt+6(0)

0 (J)
Treated
e
e
VAR -~ Poter
v _ L]\

:] Controlled
.. | Representation
"| Balancing

3. Representation balancing forces hidden confounders of treated
and controlled groups to be similar. [Johansson, et al. 2016]




Causal Inference

gy (1) 475 (0)
Treated

Objective Function

itial outcomes

scau _ pfact | pdisc

Representation
Balancing



Event Prediction with Causal Knowledge

Feature Reweighting

e Reweight input features x using gating variables B obtained from estimated
ITEs which quantify causal effects.
¥ = FINK) o B +x!

Approximation constraints

e A penalty is applied if a prediction exceeds the boundaries defined by

estimated causal information Event prediction

LCStI‘ — ReLU lt+5 _p‘t+5 +ReLU ﬁt+5 _ ut+5
1 l l

1

teT ieM
Min of predicted potential outcomes Max of predicted potential
for all treatment events. outcomes for all treatment events.

93



Robustness test in event prediction

Poisson noise is added into the test (left) and training sets (right) while keeping the
others noise-free on the India dataset.

Adding both
0.75 Cola-GNN  + +F 0.75 modules (+F+L)
—o— +F+L x L .
070 b e * 070 F x " leads to a higher
Q- x 8 x
2 o065 |- x x x S oos - = * average BACC
b
0.60 0.60 [F—w— Cola-GNN  + +F and lower
—— +F+L X +L .
0.55 k& | | I | ] 0.55 | L | | | 1 Varlance
GWNet + +F Q750 -
0.75 ——o— *— o
;\e- ~ +-+F+L x +L 0.725 & ; - . ;
8 0.70 | v T 4 8 v - %
< v x x % o Eé .
m B -
o8 0.675 GWNet + +F
0.60 - 0.650 |_+ +|F+L Ix +L | | |
| | | | | |
1 5 10 15 20 25 1 5 .1C.> .15 20 25
Test noise level Training noise level
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Causality Enhanced Societal Event Forecasting With
Heterogeneous Graph Learning [peng et al. IcCDM22]

Study the causal factors of societal event in the form of topics, and leverages
those topics in dynamic heterogeneous contexts for predicting events.

Motivation

e Knowing the causes of past events can help humans reason about future
events.

e Incorporating causal information into graph learning can enhance the
representation learning of graph nodes by broadcasting causal information.

Deng, Songgaojun, Huzefa Rangwala, and Yue Ning. Causality enhanced societal event forecasting with heterogeneous graph learning.
ICDM. IEEE, 2022.
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Preliminaries

Heterogeneous graph

e Adirected graph G C (V, &, A, R) with
multiple types of nodes and edges.

Dynamic Heterogeneous Context Graph

A type of heterogeneous graph where

edges have timestamps G[t] € (V,£, A, R, T)

E.g., a timestamped edge (e, t) =
denotes the connection of two nodes u and

v at time t.

(U, v), 1)

Edge definition: word-word: PMI
word-doc: TF-IDF
topic-topic: Similarity
topic-doc: Probability
topic-word: Probability

A third of schools
Docs reopen at start of the
second semester... omicron...

A

education worker education ) (government
student . employer... student . public ..

Thailand reports
'likely' case of

0.06

0.4

Topics

An example of the dynamic
heterogeneous context graph with three
types of nodes: word, topic, and docs.96



Preliminaries

Average Treatment Effect (ATE)
e The difference in the mean outcome between the treatment and control groups
Propensity Score Matching (PSM) [Caliendo, et al. 2008]

e A statistical matching technique that estimates the ATE.
e Reduce the bias due to confounding variables that could be found in treatment effect
estimation.

Problem Statement

e Predict the event by taking a dynamic heterogeneous context graph as input. Topics
that might cause events (e.g., protest) are discovered and identified in the input graph.

Caliendo et al.. Some practical guidance for the implementation of propensity score matching. Journal of economic surveys 2008.
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Methodology - Causal analysis

Discovering causal topics

[ historical window w ] [ prediction window m ]

N

Build Instances O & O © O
(Time windows) =m O o O

l i=J
A R e R o

—Treatment s

O &,
. [ Treatment (e} O
( Assignment ) TOPICJ O O o

@-= _cOmm1 ON@) o

Propensﬂy . Compare O O O oo :
Score Matching) ATE of topicj +——m— results OQO0o0 oo
ATEs of all J topics

Stat Test Negative No causal Positive

causal effect effect causal effect

o
O

J topics
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Methodology - Causal analysis

Social environments are changing!

Discovering causal topics
Event factors may change!

[ historical window w ] [ prediction window m ] Protest factor: Education  Election  Foreign Affairs

~J _y / - 2012 2016
Bgild In§tances O _ (e} OO OO

_Treatment @) =
- ( Treatment O . (o) OO © O :
- \_ Assignment OPICJ O o) 1
O = =T = Conto © O |

A\ 4

(" Propensity Compare OfO0OO0o
3 Score Matching ) ATE of topicj < results O0O0o oo :

J topics
i i ATE:s of all J topics
Stat. Test egative No causal Positive

causal effect effect causal effect

- &
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Methodology - Causal analysis

Social environments are changing!

Discovering causal topics
Event factors may change!

[ historical window w ] [ prediction window m ] Protest factor: Education  Election  Foreign Affairs

\/ / - 2012 2016

(Time windows) — e KO & C(; O Discovering evolving and multi-view causal
o -7 topics

: 3=1 . . eyr .

| e @ _T e et g Og ° e Obtain time-sensitive causal topics for each

| Assi t 0p101 o . : : ;

( Ss'gnme“) ® = 1 {Couol e, O | season (i.e., 3 months) by using time windows
| in the past.

' Propensﬂy ATE o ) Compare O O O oo p

\gcore Matehing oftopic/ e - |@ @ ®@e Joo e \Vary the prediction window size m (e.g., 3, 7,

s : ,
PRSI and 14) to obtain topics that have long-term
Negative No causal Positive and Short_term eﬁ:eCtS

causal effect effect causal effect
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Methodology - Causal analysis

Discovering causal topics

[ historical window w ] [ prediction window m

)

~ L

. (@)
Build Instances O & (e} OO ° O
(Time windows) TTm O o O
© O
; _Treatment 0) ’
. [ Treatment O T o o O © O
- \_ Assignment OPICJ O . ®
O = C=TH =conol © O
Propen5|ty Compare O O O oo
5 Score Matching ) ATE of topicj +———r— OQO0o0 oo
ATE:s of all J topics

Stat Test

Positive
causal effect

No causal
effect

egative
causal effect

Causal topics
are identified in

2=/ input graphs

"~ J topics

A third of schools
reopen at start of the
second semester...

Thailand reports
'likely' case of
omicron...

Docs

0.4

Topics

Words

: Positive causal effect

D No causal effect

D : Negative causal effect
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Methodology - Event prediction

Dynamic heterogeneous graph model with causality enhanced node
representations (HGC)

Causality Enhanced Dynamic Message Passing Overall Aggregation
| Temporal Iy l : Ir phovs o
i Information h, [t 1] }iv [t] s=hb [F Cl}j O/-)
| Leaming LI Ml ety st B
oM oM 'Eiilllllllllllli
| Node / FREEE FENSRR AR SIE / i : - :
| Embedding | |Correlation-| : Causallty i Correlation-| Causallty i | Congatenation | |
| Learning | Based MP | {Enhanced MP! | Based MP | iEnhanced MP: 11} & . '
— D Linear
Input t- ! i v
O S . i ! @t:t-kA
t—1 t Event Prediction

______________________________________________________________________

102



Causality Enhanced Dynamic Message Passing

1. A temporal information learning

module (TEM) incorporates node

embedding learned in the past graph.
hﬁ) [t] = Ur(y) - fli} [t] + (1 - aT(’U)) ’ hi}[< t]

Temporal h!

Learning

COM COM
‘ k‘ N k‘ 1
Node / prestoccoeiennaany 1 /
Embedding  |Correlation-| : Causallty :z ﬁ [Correlation-| Causallty
Learning | Based MP | iEnhanced MP: ¢ | Based MP :Enhanced MP: |

& 4

Information U[iI— 1] | }tg’ft]
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Causality Enhanced Dynamic Message Passing

2. A combination module (COM)
incorporates causal information.

-~ 1.1 ' l U
BLE] = argey - B + (1 — apgey) - BL[< 4 B [£] = ReLU(0L [t] + cb ¢]
Te / l l .
Rt w0 [ correlation | Causal
Learning : | gr—— : I VVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVV -
COM COM
‘ k‘ I k‘ i
Node / gerazfsszosscsascy 1N / ke B T ¥
Embedding | Correlation-| Causallty :; . [Correlation-| ! Causahty :i
Learning | Based MP Enhanced MP Based MP Enhanced MP
- & &
t—1 7 ”
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Causality Enhanced Dynamic Message Passing

hi[t] = oy - B[] + (1 — apg) - hL[< €] h},[t] = ReLU(0}[¢] + ¢ [1])
Temporal b - I———— L[ ﬁ;m/ation ][—(;usa/]
Learning T “““““““““““““““““““ ey greeseee— " I ........................................... }
COM COM
3. Correlation-based node / ‘ --------------- i / k i
i Embedding : | Correlation- 5 Causallty : . i|Correlation- 5 Causallty :; 4. Causahty-aware

- & &

105



Experimental results of event prediction

Train Metric GAT Evolve GCN RGCN HGT HGC
ratio
60% F1 0.7134+0.038 0.717+0.019 0.754+0.014 0.803+0.03 § 0.839+0.023
° BACC 0.76740.029 0.7654+0.015 0.795+0.012 0.838-0.024 | 0.867+-0.019
THA 40% F1 0.662+0.028 0.628+0.060 0.719+0.013 0.765+0.025 § 0.796+0.019
° BACC 0.7114+0.019 0.69840.033 0.75940.007 0.800+0.021 | 0.826-+0.015
60% F1 0.5124+0.056  0.5764+0.043 0.599+0.008 0.650-+0.029 | 0.700+0.013
BACC 0.6414+0.015 0.673+0.025 0.684+0.011 0.721+0.021 § 0.758+0.010
AFG 40% F1 0.54440.071 0.5414+0.029 0.610+0.023 0.629+0.028 § 0.683+0.011
° BACC 0.6574+0.036 0.635+0.012 0.686+0.023 0.711=0.019 | 0.751+0.009
Static Dvnami
amic .
Graph types the homo K omo Static
homo Dynamic

model handles:

hetero
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Causal topic analysis

Qualities of causal topics

Sig. level #Pos #Neg F1 BACC
99% 2 1 0.8394+0.037 0.868+0.031
THA 95% 4 2 0.847+0.022 0.875+0.020
90% 5 3 0.829+0.023  0.859+0.020
80% 8 7 0.8344+0.009 0.863+0.007
99% 3 1 0.700+£0.013  0.758+0.010
AFG 95% 4 1 0.688+0.035 0.750+0.027
90% 5 2 0.6944+0.021 0.754+0.017
80% 7 7 0.660+0.053 0.734+0.034

The average # of topics

per sample that has a

positive/negative causal
effect on future protests.

There is a trade-off between

involving fewer causal topics
with high confidence or
involving more causal topics
that may sacrifice
confidence.
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Challenges and considerations

GNN-based models can capture intricate interactions and dependencies in
complex event data, thereby enhancing prediction accuracy.

Limitations

e The computational demands for training GNNs on massive graphs pose
scalability challenges, when considering the vast volume of event data.

e Generalizing to unseen graphs. Low ability to capture relevant patterns or
dependencies in unfamiliar event contexts, such as underrepresented regions
with limited training data.

Large language models!
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@ Coffee Break

(15 minutes)

Next: Part 2: Large Language Model (LLM)-based methods
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Part 2. Large Language Model (LLM)-based
methods



Large language models

A computational model notable for its ability to achieve general-purpose
language generation and other natural language processing tasks such as
classification.

A brief history

2019-2022 OpenAl released GPT-2, GPT-3
Since 2022, source-available models gain popularity, e.g, LLaMA
2023, GPT-4 was praised for its increased accuracy and multimodal capabilities
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The rise of large language models (LLMs)

@ Amazon-owned @ Anthropic @ Apple @ Chinese = Google @ Meta / Facebook @ Microsoft @ OpenAl @ Other

BOTS — BlenderBot1 ® L® Ce @ . @ .
PLATO—XL Chat(Bard* BingChat* ‘
A GPT-4* EmieBot 3.5, GPT-5*
billion parameters )
Wu Dao 2.0 / Mg
GLaM
Olympus*
‘~- | Minerva
b PaLM ‘. larg
| Gopher Exaone
. ‘ Falcon1808
PanGu-Alpha
SenseChat
- 175 Billion

size = no. of parameters <> open-access

Jurassic-1

GPT-3 opmm’ . 1758
LaMDA  FLAN ’ . Fuyurheavy
¢ Galactica IDEFICS
) ~ ’ Qawen1s @
@ G3PO
xlarge NLLB-200 LigiidletM  LLaMa2 @ @ Mistral-small
Falcon LLM
GPT-NeoX  AlexaTM
®
* ® * WM
/ ®emGPT ) ¢@¢ Doly20 Orca2 @¢
GPT-2 o Codex o @ ° 000 00 © Source:
® ° GPT-J @ ® Apaca  Sail7B MGIE
BEBT T5 Megatron-11B WelM Atlas

https://informationisbeautiful.net/visualizations/the-rise-of
-generative-ai-large-language-models-lims-like-chatgpt/
t

pre-2020 2020 21 22 23 2024 TBC 112



https://informationisbeautiful.net/visualizations/the-rise-of-generative-ai-large-language-models-llms-like-chatgpt/
https://informationisbeautiful.net/visualizations/the-rise-of-generative-ai-large-language-models-llms-like-chatgpt/

Overview of LLM applications

Data
Text
! X
B
Images L\ g
\J/ g < ?
- a Adaptation
Speech /\/W\} Training | Foundatio >
Model
" Structured
! Data
3D Signals é

Source: https://arxiv.ora/pdf/2108.07258
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Image
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aptioning . \Q\

NS

— Object
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Instruction
Following .. %
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LLMs for event prediction
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Language Models Can Improve Event Prediction by
Few-shot Abductive Reasoning [shi et al. NeurlPs 2024]

Propose the first work that integrates LLMs into event prediction.

Motivation

e Event data usually comes with texts, how to effectively use textual
information for event prediction?

e LLMs have shown astonishing performance on various reasoning tasks.

e Can LLMs reason about real-world events and help improve the prediction
performance of event sequence models.

Shi, Xiaoming, et al. Language models can improve event prediction by few-shot abductive reasoning. NeurlPS 37 (2023). 15



Event sequence modeling

Suppose given an event sequence (t1, k1), (ta, k2),..., where 0 < t; < to < ...
are times of occurrence and each k; € K is a discrete event type.

Goal: Predict the next event for a given history of events.
Hi = (1, k1), ..., (tiz1, ko)

subject

| i
— ' What
3 — ! _
H’\\—] w—'f bject i WI”
' happen
— = - i in PP
H . redicate: predicate: - | predicate: |
It consists of two subtasks: predic precic REATEN | g
STATEMENT : f ira
. . ate: 2022-03-05 ate: 2022-03-06 Date: 2022-03-06 |
® Pred|Ct tlme t Of the neXt event IE\J)HT,;L:ZeIensky EJ-~T.',>~:16-YR- Nr—ﬂI.:»'Putin says | ?U
. urges US to ban OLD WOUNDED Ukraine’s future | *
® Then predICt type k Of the next event | Russianoi BY Israeli fire is in doubt !
" & \d 116
History ! Future



LAMP: Large Language Model in Event Prediction

LAMP has three key components

1. ADbase event sequence model proposes candidate predictions.
2. Alarge language model performs abductive reasoning.
3. Aranking model learns to scores predictions.

1 \
— 1 t: TESLA 3
4\ Prompting N
I (1) Event Sequence Model I_:.> il 45 ‘( ------- >I (2) Large Language Model I
| | pate:2022-01-16 5
) 4 Generated causeevents___________

—

(3

Ranking Model

redicate: COOPERATE
| Date:2022-01-16

t: TESLA
: AUSTRALIA

Predicate: REJECT

1
I
|
|
|
8 N f i
Subject: Subject Subject |
TESLA FDA COMPANY :
Object: Object: Object ! .
EUROPE AMERICAN CHINA : TESLA
Predicate: radicate: Predicate !
Predicate Predicate: Predicat ! AUSTRALIA
COOPERATE YIELD MAKE STMT : < FIGHT
Date: 2022-01-01 Date: 2022-01-03 Date: 2022-01-05 | i é2—01-16
News Tesla model News: FDA News: EV battery :
3 is Europe’s reportedly close to prices go up ) Predicate?
best-selling EV in authorizing third facing Lithium : TESLA —» AUSTRALIA 2 COOPERATE
2021. Phizer shot for kids. shortage. | 2022-01-16
\ . J /1
1
5| A £ : 5 A :
. Time . Time
History Future History

\ Date:20:

22-01-16
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Phase-l: Proposing Predictions

Propose candidate predictions based on history H; = (t1,k1), ..., (ti—1, ki—1)

Transformer based model
ANHP [Yang et al 2022]

e Time prediction
o Draw L i.i.d. samples from the base model &V, ..., #"
o Usually, we use the average of the samples #; = L 3/ | £
e Type prediction given the ground-truth time ¢;
o Find Meventtypes k" ... k™) ordered by their intensity at the time from
the base model.
o Usually, we select the type with the highest intensity.

Base model is imperfect and and we want more informed predictions.

118
Yang, C., Mei, H., and Eisner, J. Transformer embeddings of irregularly spaced events and their participants. ICLR, 2022.



Phase-l: Proposing Predictions
Propose candidate predictions based on history H; = (¢t1,k1),..., (ti—1,ki—1)

e Time prediction
o Draw L i.i.d. samples from the base model &V, ..., #"
o Treatall the L+7 samples as candidates, including the average #, = L "% §%
e Type prediction given the ground-truth time ¢;
o Find Meventtypes k" ... k™) ordered by their intensity at the time from
the base model.

o Keep most probable M full events {(&*), k(%™

T 7

)}M_, for each time proposal "

How to deal with all the (¢, k) event candidates?
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Phase-llI: Prompting LLM to Perform Abductive Reasoning

For each proposed event (, k), the framework selects a set of previous events
from its full history as its supporting evidence e(t, k), using an LLM (e.g., GPT-3.5)

e Prompt the LLM to imagine some oy | Prometng | s Lo o
; | |
possible cause events that could | owmmos /3 R T T
. . :T’ “ s e s e e e A ——
explain the occurrence of this proposal. | jccmsmn 7 [ P— ——
| | Date2022-01-16 | || Object: Ovjects INDUSTRY | | Object: CHINA
= 4 F ate: APPEAL Predicate: MAKE STMT | | !
e Search for the most similar ones if not | 5&ew. | ’ | Fetriovs reevant events
| redicate: FIGHT )
exactly match. | Tz o e TESLA ey M
| dicate? '_“"7“-1*:'EUROPE :.CHINA —
o  Cosine similarity of embeddings of actual : TESZ,ZZ;L;:SAUSTRAL.A et COOPERATE ot MAKE ST
and cause events. L e » ‘ o - o >
Future Timg History Time

(subject-predicate-object, time, text)
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Prompt formats

Explain the task,
concepts, examples
and post the query.

I want you to do the reasoning over
social events. I given you an effect
event and you give me four or five
cause events. An effect event is an
event that happens. A cause event is
believed to be one of the causes that
have triggerred the effect event to
happen. Each event consists of a time,
a type (that includes subject,
predicate, object), and a news headline
describing the event.

The predicates are restricted to the 20
options below.
1. MAKE STATEMENT

// Full list are in Appendix E.4.
20. ENGAGE IN MASS VIOLENCE

Now I give you 10 examples. In each
example, the first event is the effect
and the next several events are the
causes that happened earlier.

// Examples are in Listing 2.
Now please generate possible causes for

effect

predicate: CONSULT
time: 2022-07-05
subject: CHINA PM
object: YELLEN

Listing 1: Format of our LLM prompt.
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Prompt formats

Here, each example

includes 1
cause events.

and 5

I want you to do the reasoning over
social events. I given you an effect
event and you give me four or five
cause events. An effect event is an
event that happens. A cause event is
believed to be one of the causes that
have triggerred the effect event to
happen. Each event consists of a time,
a type (that includes subject,
predicate, object), and a news headline
describing the event.

The predicates are restricted to the 20

options below.
1. MAKE STATEMENT

// Full list are in Appendix E.4.
20. ENGAGE IN MASS VIOLENCE

Now I give you 10 examples. In each
example, the first event is the effec
and the next several events are the
causes that happened earlier.

// Examples are in Listing 2.
Now please generate possible causes for

effect

predicate: CONSULT
time: 2022-07-05
subject: CHINA PM
object: YELLEN

Listing 1: Format of our LLM prompt.

## Example 1

effect

predicate: APPEAL
time: 2022-04-23
subject: GERMANY
object: GREEN PROJECT

reasoning:

se event 1
redicate: REDUCE RELATIONS
time: 2022-04-21

subject: EUROPE

object: RUSSIA

headline: Europe determined to ban
Russian energy exports.

cause event 2

predicate: DISAPPROVE

time: 2022-03-16

subject: EUROPE

object: RUSSIAN

headline: Europe can endure painful
transition to live without Russian oil.

\*\\if Other causes are in Appendifjgyfz

## Example 2

// Other examples in Appendix E.4.

Listing 2: Few-shot examples in our prompt. 122



Phase-lllI: Ranking Proposals

Score each proposed event (¢, k) based on the compatibility with its retrieved

evidence e(t, k).

I: Event sequence model

!

Proposed event (t,k)

!
Ik LLM

L Retrieve relevant events e(t k)
J

(Subject: TESLA (Subject: COMPANY | [ '==-P
bject: EUROPE .. | Object: CHINA R
Pradicate: MAKE STMT | | 11
AWCOOPERATE e I !
= - O >
[ Time

History

(w)

Ranking Model |/

Subject: TESLA

Object: AUSTRALIA

Predicate: COOPERATE
| Date:2022-01-16

[ Subject: TESLA
Object: AUSTRALIA
Predicate: REJECT

. | Date:2022-01-16

Y subject: TESLA
Object: AUSTRALIA
Predicate: FIGHT

| Date:2022-01-16
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Phase-lllI: Ranking Proposals

Score each proposed event (¢, k) based on the compatibility with its retrieved
evidence e(t, k).

e (Calculate the score of each proposed event (¢, k) A high score means the
proposal is strongly supported

et by its retrieved evidence; more
Sevent(t, ) = exp (¢ (¢, k), e(¢, k))) likely to happen at time ¢.
e Measure the overall belief for candidate time ¢, given the most probable M events

attime t {(¢, k(™) }M_,
M

S time Z event k (m)

m=1

Time prediction: time with highest sy, (£))  Type prediction: type with highest seyen(t, &™)
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Model architecture and training

Model architecture

e Function ¢ has a continuous-time Transformer architecture [yang et al. ICLR 2022].

o Its attention mechanism learns to disregard irrelevant retrieved events.
o its sophisticated handling of time may be helpful (e.g., recent evidence events matters more
than ancient events)

Training

e Train the ranking model by maximizing the objective

def
J = Jactual + 5Jno
Scores of the Negative scores of
events that have the non-events at
actually happened. sampled times.

Yang, C., Mei, H., and Eisner, J. Transformer embeddings of irregularly spaced events and their participants. ICLR 2022.

125



Experiments on real-world datasets

fuy
o
o

V ke )] WV NHP
o B O oo & B0 ¥
- V KE-G3.5 E &4 75 @ ANHP-G3.5 O
S 60 DyRep-G3.5 E : P
cg @ ANHP-G3.5 ™ c1.0
Mean Rank (MR) |: average rank of the § 40 g
. . . 1.25
ground-truth type/object in the list. 20 : g ® v 0] g ¥ype et on
5 ;
010 25 50 75 100 3 3 4 5
M M
2'0><101 x102
RMSE |: how close top-ranked time prediction s - %
. . 19 @ ANHP 1.45 9 o) 9
is to the ground-truth time. V KEG3s ® T
jit 1.8 @ DyRep-G35 21.40 @ ANHP
2 @ ANHP-G3.5 2
z & = V. NHP-G3.5
17 B § ® 1.35 @ ANHP-G3.5
-z 3
y @ v %
‘ Time prediction 130|  Time Predicti®n
L 3 ) 5 LB 3 4 5
L L
(b) ICEWS. (c) Amazon Review.
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How many evidence events do we need?

Evidence events are generated by LLM at Phase II.

Effect of the number of evidence events on predicate (left) and object (right)
prediction on GDELT.

2.7

N
o

N
w

Mean Rank

o
>

®

V- KE-G3.5
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¢

§
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Prompt design — choice of demonstrations

P1: the set of demonstrations used throughout the main experiments.

P2: randomly replace half of the demonstrations in P1.

2.7

9

Different
demonstrations
only have a slight
effect on

Mean Rank
N N
Ul o
o)

e
IS
~

performance.
(Results are on
GDELT)

Mean Rank

-
w
o

A
N

¥ 0% 5 0% 5t 5 P2 PP 3 07> 30923590 3577

Does the GPT already have the ability to do reasoning? 128



About data leakage

GPT models are trained on online text
data up to 2021.

For GDELT or ICEWS, the data used in
experiments are from 2022.

For Amazon review, the data are from
2014 to 2016. To verify data leakage, a
conversation was made with GPT-3.5

input: We are using Amazon Review Data, published by Jianmo Ni, et al., 2018,
which is firstly used in the paper "Justifying recommendations using distantly-
labeled reviews and fined-grained aspects", EMNLP 2019.

The dataset includes millions of reviews (ratings, text, helpfulness votes),
product metadata (descriptions, category information, price, brand, and image
features) in the range May 1996 - Oct 2018. Do you remember any of the review
information if I give you a review id?

GPT-3.5 output: As an AI language model, I am not capable of remembering any
) ~ _ § i - fic

re . . . .
pi--.NOt capable of remembering any review information .. .;ien

f1| can SearCh .ven a review ID.

input: can you recall any information with reviewer ID A28GK1G2KDXHRP on date 04
17, 2014.

GPT-3.5 output: I apologize, but the Amazon Review dataset does not include
information about the specific date when a review was posted. It only includes
the vear and month when the review was posted. Therefore. I cannot provide you

vlr;'l apologize,... | cannot provide you with any information #pril
about reviews ...
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Large Language Models as Event Forecasters [zhang et al. 2024]

e Existing challenges and motivations for leveraging LLMs
o Large language models as event forecasters (LEAF)

e LEAF: LLMs for object prediction
o Object prediction as a ranking task
o Object prediction as a generative task

e LEAF: LLMs for multi-event forecasting
o  Quintuple-level prompt encoding and multi-label binary classification

Libo Zhang and Yue Ning. 2024. Large Language Models as Event Forecasters. arXiv 2024. 130



Challenges and motivations

e Underestimation of individual TKG quintuple contextualization

o Contextual meaning of each short phrase

e Unfamiliar domain-specific knowledge for closed-source LLMs

o Trade-off between detailed prompt engineering and token-related pricing

e Limited maximum input context length for open-source LLMs

o Misaligned goals between prediction accuracy and instruction fine-tuning
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Object prediction as a ranking task

Barack Obama  demand Korea 2014-04-25  President Obama said Friday in Seoul that... Historical text summaries
Barack Obama make statement USA 2014-08-28  The president first addressed the "number one thing that... Ranking candidates
Barack Obama consult India 2014-09-30 The United and India also intend to start a new dialogue on... Object Probability
Historical TKGs \ M Australia 0.62
J 1 J_‘ Germany 0.15
RGCN GRU I g CERELIIRE Korea 0.09
Query TKG | di Jk Query text summary

2014-11-15 The University of Queensland will host United States President Barack Obama on Saturday...

Encoder-only LLM: RoBERTa

e The RoBERTa encoder is separately fine-tuned with masked language modeling loss by
simply concatenating text summaries from all TKG quintuples

e Only RGCN, GRU, and ConvTransE are involved during ranking optimization
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Obiject prediction as a generative task

Historical quintuples Generated text as prediction
(Barack Obama, demand, Korea, 2014-04-25, .~ "Australia"
President Obama said Friday in Seoul that...) Few-shot Prompt J FLAN-TS |
; 5 NILZ= .
Engineering @ GPT35 S
(Barack Obama, make statement, USA, 2014-08-28, ’ ¥ 2
The president first addressed the "number one thing that...) |

Query quintuple

(Barack Obama, consult, India, 2014-09-30, (Barack Obama, make a visit, 22?2, 2014-11-15
The United and India also intend to start a new dialogue on...) The University of Queensland will host United States President Barack Obama on Saturday...)
Name Prompt Template
. Original I ask you to perform an object prediction task after I provide you with five examples. Each example is a
. - -
E n COd er d eCOd er L L M - F LAN T5 ) or knowledge quintuple containing two entities, a relation, a timestamp, and a brief text summary. Each knowledge
. quintuple is strictly formatted as (subject entity, relation, object entity, timestamp, text summary). For the object
° DeCOd er-on Iy g ene rat|ve L L M - G PT_3 5 prediction task, you should predict the missing object entity based on the other four available elements. Now I
' ' give you five examples.
. . ## Example 1
» A standard q uestion-answeri ng task ((SUBJECT 1), (RELATION 1), (MISSING OBJECT ENTITY), (TIMESTAMP 1), (TEXT SUMMARY 1)) \n
The (MISSING OBJECT ENTITY) is: (OBJECT 1) \n
* The question is formulated as a :
prompt, with in-context learning F—
examples and the query to be ((SUBJECT 5), (RELATION 5), (MISSING OBJECT ENTITY), (TIMESTAMP 5), (TEXT SUMMARY 5)) \n
com p eted The (MISSING OBJECT ENTITY) is: (OBJECT 5) \n

Now I give you a query:

e The answer is the grou nd-truth object ({SUBIECT 6), (RELATION 6), (MISSING OBJECT ENTITY), (TIMESTAMP 6), (TEXT SUMMARY 6)) \n
Please predict the missing object entity. You are allowed to predict new object entity which you have
» Feed text in, and get text out

never seen in examples. The correct object entity is:

Zero-shot Remove all five in-context learning examples in the original prompt.

No-text Remove all text summaries of five in-context learning examples and the query in the original prompt. 133




LLMs for multi-event forecasting

Historical quintuples Suintuolodovel s Salf-attantioii 2012-10-01 (Next Day)
| intuple-leve
(Barack Obama, demand, Korea, 2014-04-25, . . E
Relat ?
President Obama said Friday in Seoul that...) Prompt Engineering i SeEeurenEs
make a visit Yes
(Barack Obama, make statement, USA, 2014-08-28, Fully-connected oraise or endorse oo
The president first addressed the "number one thing that...)
= RoBERTa criticize or denounce No
(Barack Obama, consult, India, 2014-09-30, _ = E d —
The United and India also intend to start a new dialogue on...) = — neoder Element-wise Sigmoid

« Encoder-only LLM: RoBERTa
» Each historical quintuple is formulated as a prompt for RoBERTa encoding

« Self-attention mechanism is applied to weigh the significance differences among different
quintuples within one historical day

« The dimension tracing back to multiple days is collapsed through aggregation

« Each relation’s occurrence potential is evaluated through element-wise Sigmoid
activation
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Experiments: object prediction, ranking

Table 2: Model architectures for object prediction

Model GNN RNN Decoder How to handle text?
ConvTransE (Shang et al. 2019) N/A N/A ConvTransE x 1 N/A

SeCoGD, LDA, 5 Maetal. 2023) RGCN x5 GRU x5 ConvTransE x 5 Context clusters
Baseline w/o LLM RGCN x1 GRU x 1 ConvTransE x 1 N/A

LEAF-OP (ours) RGCN x1 GRU x 1 ConvTransE x 1 Query embeddings

Table 3: Object prediction results as a ranking task on the ICEWS dataset

Model Afghanistan India Russia
Metric: Hits@ 1 3 10 1 3 10 1 3 10
Historical sequence length = 3 (back to 3 days), fine-tuned RoBERTa-base as an encoder-only LLM

Baseline wo LLM  0.1538 0.3137 0.5408 0.1704 0.3125 0.4952 0.1332  0.2345 0.3767
SeCoGD,LDA,5  0.1878 0.3570 0.5740 0.2064 0.3554 0.5357 0.1768 0.2909 0.4351
ConvTransE 0.1235 0.2704 0.4916 0.1521 0.2821 0.4600 0.1009 0.1791 0.3078
LEAF-OP (ours) 0.3691 0.5630 0.7317 0.3675 0.5507 0.7233 0.3751 0.5390 0.6831

Historical sequence length = 7 (back to 7 days), fine-tuned RoBERTa-base as an encoder-only LLM

Baseline w/o LLM  0.1551 0.3298 0.5544 0.1724 0.3175 0.5004 0.1335 0.2349 0.3781
SeCoGD,LDA,5  0.1833 0.3652 0.5862 0.2056 0.3516 0.5352 0.1661 0.2823 0.4433
ConvTransE 0.1243  0.2759 0.4909 0.1544 0.2911 0.4740 0.0973 0.1804 0.2971
LEAF-OP (ours) 0.3861 0.5884 0.7664 0.3935 0.5831 0.7454 0.3861 0.5590 0.7077

» Evaluation metrics: Hits @ 1, 3, and 10

 Incorporating more historical knowledge enhances the prediction performance, but is inefficient

in terms of memory and time
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Experiments: object prediction, generative

Table 6: Object prediction results as a generative task (for the first 5000 test samples)

ICEWS dataset Afghanistan India Russia

Metric: ROUGE— 1 2 L 1 2 L., 1 2 L
Historical sequence length = 3 (back to 3 days), fine-tuned RoBERTa-base as an encoder-only LLM

SeCoGD, LDA, 5 0.4137 0.1676 0.4134 0.4916 0.2957 0.4918 0.3326 0.1189 0.3331
LEAF-OP (ours) 0.5320 0.2848 0.5322 0.5709 0.3888 0.5709 0.4671 0.2455 0.4674
Historical sequence length = 7 (back to 7 days), fine-tuned RoBERTa-base as an encoder-only LLM

SeCoGD, LDA, 5 04222 0.1770 0.4221 0.5016 0.2977 0.5022 0.3385 0.1175 0.3385
LEAF-OP (ours) 0.5732 0.3502 0.5728 0.6167 0.4251 0.6168 0.5024 0.2554 0.5015
Prompt engineering: back to 5 samples or no sample, fine-tuned FLAN-T5-base as a generative LLM

Original prompt (ours)  0.8789 0.5887 0.8786 0.8666 0.7191 0.8670 0.8154 0.4942 0.8150
Zero-shot prompt (ours) 0.8742 0.5805 0.8741 0.8622 0.7128 0.8624 0.8053 0.4874 0.8047
No-text prompt (ours) 0.3940 0.1307 0.3941 0.4810 0.2572 04817 0.3522 0.1151 0.3525
Prompt engineering: back to 5 samples, closed-source GPT-3.5-Turbo-Instruct as a generative LLM

Original prompt 0.4097 0.1302 0.4092 0.3644 0.1601 0.3640 0.3480 0.1255 0.3485

Evaluation metrics: ROUGE scores

» Fine-tuned FLAN-T5 under the question-answering format has the best

performance

« Text summaries are important for LLMs to make correct predictions
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Experiments: multi-event forecasting

Table 9: Model architectures for multi-event forecasting

RNN How to handle text?

Model GNN
DNN N/A
DynGCN DynGCN
T-GCN GCN
RENET RGCN
Glean CompGCN
LEAF-MEF (ours) N/A

N/A N/A
N/A  Word graph only
GRU  Word graph only
RNN Event graph only

GRU  Word graph + event graph

N/A  TKG quintuple prompt encoding

Table 10: Multi-event forecasting results, historical sequence length = 7 (back to 7 days)

ICEWS dataset Afghanistan India Russia

Metric F1 Recall Precision F1 Recall Precision F1 Recall Precision
DNN 55.77 68.14 47.20 52.49 56.38 49.10 53.81 62.61 47.18
Dynamic GCN 50.05 57.75 44.16 41.80 43.19 40.50 52.81 60.14 47.07
Temporal GCN 60.04 76.93 49.23 60.73 67.20 55.40 56.36 67.66 48.29
RENET 60.58 77.75 49.62 58.44 64.18 53.64 55.85 65.66 48.59
Glean 62.48 82.84 50.15 66.69 77.31 58.64 58.92 73.57 49.14
LEAF-MEF w/o SA (ours) 60.93 78.32 49.86 59.21 64.76 54.54 56.67 68.38 48.38
LEAF-MEF w/ SA (ours)  63.63  88.69 49.61 70.99 87.31 59.81 62.80 86.81 49.19

» Evaluation metrics: F1 score, recall, and precision

» The self-attention mechanism before historical aggregation is important for
enhancing the forecasting performance
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Limitations and potential future work

e An appropriate alignment between the pre-trained LLMs and the dynamic
evolution of knowledge graphs as time goes remains to be explored.

e The LLM fine-tuning in LEAF is conducted separately, therefore, to better
utilize LLM’s contextualized potential, better customization for combining
LLMs with downstream tasks is expected.

e When retrieving historical knowledge, LEAF considers each quintuple wholly,
whereas a closer look at the versatile relationships among different subjects,
relations, and objects could lead to finer granularity.
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Challenges and considerations
LLMs provide powerful tools for human event forecasting by extracting insights
and performing reasoning from textual data.

Limitations

e The answers from LLMs may lack factuality and causality, as they generate
responses based on statistical patterns rather than explicit knowledge.

How to ensure the accuracy and reliability of their outputs?

e Develop methods to enhance reliability
e Critically evaluate LLM outputs in event forecasting applications
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LLMs for event data construction

140



Event encoding systems

Event data can be categorized into:

e Human-encoded events depend on human research teams with specific
knowledge of the local context.
o Armed Conflict Location & Event Data (ACLED) ,.e ' " * ACLED

[ I3
o
"‘:_: ® % / Bringing clarity to crisis

'o!

e Machine-encoded events rely entirely on automated event encoding
systems.

o Integrated Crisis Early Warning System (ICEWS)
o Global Database of Events, Language, and Tone (GDELT)

More data can be found: Deng, Songgaojun, at al. Advances in Human Event Modeling: From Graph Neural Networks to Language Models. 141
KDD (2024).



LLMs for event data construction

Compared to rule-based machine coding methods, LLMs have better language
comprehension and can effectively save labor compared to manual coding.

A recent work introduces a fully automated pipeline and a new event dataset
MidEast-TE [Ma et al. 2024]

e utilizes the pre-trained large language models (LLMs) for event extraction from
news articles. d A B

Ma, Yunshan, et al. SCTc-TE: A Comprehensive Formulation and Benchmark for Temporal Event Forecasting. arXiv (2024). 142
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Hierarchically extracts structured events with LLMs

e Hierarchically extraction due to input length limitation of LLMs.
e Follow the three-level relation hierarchy in CAMEO (event encoding scheme) from
coarse-grain to fine-grain.

Hierarchical Extraction

ER
\

[ First-level Event Extraction J I:',:I>

v

(sll 71,01, t) (Sru T On, t)

v

[ Sub-level Event Extraction ]
v

(S].l rfl 01, t) e (Snl TT:: Op, t)

R |s r’s equal or sub-level relation in ontology 2

Ma, Yunshan, et al. SCTc-TE: A Comprehensive Formulation and Benchmark for Temporal Event Forecasting. arXiv (2024).

\[Output:] List all events by rules, the extraction result of the query article is:
~

Extraction Prompt

You are an assistant to perform structured event extraction from news articles with following rules:

[Rules:] 1. Extract each event in format: event actor 1; event relation; event actor 2.

2. Only choose event relation from this relation candidate list: [Make public statement, Make an appeal or
request, Express intent to cooperate, Consult or meet, Engage in diplomatic cooperation, Engage in material
cooperation, Provide aid, Yield or concede, Investigate, Demand or order, Verbally disapprove, Reject, Threaten,
Engage in political dissent, Exhibit military or police power, Reduce relations, Coerce, Use unconventional
violence including terrorist, Use conventional military force, Use unconventional mass force].

3. Event actors are usually political actors, countries or international organizations.

4. Only extract events that have happened or is happening, and not extract future events.

[Example:] For example, given the example article:

Egypt committed to boosting economic cooperation with Lebanon (MENAFN- Daily News Egypt) Egypt is committed to
enforcing economic cooperation with Lebanon, President Abdel Fattah Al-Sisi said during his meeting with Lebanese
parliamentary speaker Nabih Berri.

List all events by rules, the extraction result of the example is:

Egyﬁt Express intent to cooperate; Lebanon {pt president Abdel Fattah Al-Sisi; Consult or meet; Lebanese
parliamentary speaker Nabih Berri 1 Lebanese parliamentary speaker Nabih Berri; Consult or meet; Egypt president
Abdel Fattah Al-Sisi

[News Article:] Now, given the query article:(d,)

- - - —



Entity linking with LLMs

No predefined entity set during LLM based event extraction, thus multiple entities
may correspond to the same one, e.g., U.S.A and United States.

Linking method

e Apply a K-means clustering to group original entities into multiple groups.

e Ask the GPT-4 to perform entity linking for each cluster.
o Entity cluster size is relatively small, thus the cost of using GPT-4 is marginal.

Accuracy might not be guaranteed

Ma, Yunshan, et al. SCTc-TE: A Comprehensive Formulation and Benchmark for Temporal Event Forecasting. arXiv (2024). 144



Dataset evaluation

The events in MidEast-TE are more fine-grained, because of

e Alarger entity set.
e The distribution of events in different levels (less low level events and more
high level events)

Table 4: Event extraction results comparison.

#atomic % of different levels
events 1st ond ard

GDELT-TE 239 1,555 1,201,881 3893 57.19 3.88
MidEast-TE 234 2,794 455,877 21.24 64.82 13.94

Dataset |R| |&]
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Evaluating LLMs for event forecasting
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A benchmark for evaluating LLMs for event forecasting

MIRAI, a novel benchmark designed to systematically evaluate LLM agents as
temporal forecasters in the context of international events.

Motivation:

e Increasing interests have been put into employing LLM agents for event
prediction.

e Alack of a rigorous benchmark of LLM agents’ forecasting capability and
reliability.

Ye, Chenchen, et al. MIRAI: Evaluating LLM Agents for Event Forecasting. arXiv (2024).
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The pipeline

Overview of the LLM
agent’s interaction with
the multi-source
environment using the
ReAct [Yao et al 2022]
strategy for forecasting
a query event.

Yao, Shunyu, et al. React: Synergizing reasoning and acting in language models. ICLR 2023.

Query: (+s, 7, 0): API Specification:
Forecast the relations that | =~ class Date:

Australia will take towards Representsid, date.

China on November 18,
2023 based on historical
information up to
November 17, 2023.

def get_relation_distribu-
tion(head_entities, tail_en-—
tities) — Dict[CAMEOCode,
int]:
""iGets distribution of
relations."""

(1) Think
Thought:
1.  Retrieve AUS-CHN
historical relations.

2. Identify frequent and recent
relations from relation
distributions.

Check significant news
articles for trends or shifts in
relations.

Memory 3,

Action: API Implementation:

(1) Code block

from collections import
Counter

relation_codes = [event.re-
lation.code for event in
events]

def get_relation_distribution

(head_entities, tail_entities):
curr_data = data_kg.copy()
curr_data.drop_duplicates(..)

return relation_counts

(2) Single function

get_relation_distribution(
head_entities=[ISO-

No

Y (2T)

Code("AUS")],
tail_entities=[ISO-
Code("CHN")]

WORLD

Anthony Albanese to become first
Australian leader in seven years to visit
Chin

(2023-11-04, AUS, 042: make a visit, CHN)
(2023-11-15, CHN, 042: make a visit, USA)
(2023-11-17, AUS, 042: make a visit, JPN)

Code Executer

e‘ (Python interpreter)

f* Below is the event distribution between AUS and CHN |
before 2023-11-18
CAMEOCode(code='042"'): 45,

CAMEOCode(code='036"'): 37,

Yes {11: [110 - Disapprove, not | CAMEOCode(code='040'): 23, CAMEOCode(code='061'): 17, |
specified, 112 - Accuse]} s . y
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Different agent tools and the tool-use strategies

Direct 10: standard LLM chatbot approach

Zero-Shot Chain-of-Thought (ZS-CoT): prompt to the LLM to encourage explicit
step-by-step thinking before making the final prediction.

ReAct: follow ReAct to interact with the provided environments through an iterative process
of thinking, acting, and observing.

" Tool-Use Binary Quad First-level Relation (%) Second-level Relation (%)
gent Action Type API KL@) KL@) Pre.(f) Rec.(f) F1(f) Pre.(f) Rec.() FI(D)
Direct 10 — — 6.5:17 159i15 27.6i817 19.7.59 18.8i69  6.6415 5.1404 3.5:08
ZS-COT — — 6.9.08 10.1i908 27.6140 36.0i45 2674417 10244 1745, 10.5407
. Single Function Event-Only 33.5.07 6.7.07 44.3.39 54.2.39 414,17 253.¢ 4744 269419
Single Function News-Only  6.1.19 128106 27.8431 259150 21.8153 6.3422 9.0120 54413
ReAct Single Function All 315 59.0 47.6.55 583.,¢ 442,40 28739 51.0.40 29.6.37
Code Block All 5.1:09 89i05 27.1i0 38.6i25 259.55 11.6194 263.50 12.6417
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Different LLM agents on event type prediction

First Level F1 Score

70
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40 |

30
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10

GPT-40
consistently
outperforms

: 64.865.1
=1 Mistral sq.all other models.
55.6 GPT-3.5 =
1 GPT-4 Turbo t
43.041 4 1 GPT-4o0
32.4
B 29.2 |
24.2
17:416 5 19.1 162
4.8 i
[ ]
Verbal Material Verbal Material
Cooperation Cooperation Conflict Conflict
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Summary and future work
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Summary

e Introduction and motivation for event predictions
o Definitions and challenges
o A brief summary of early approaches

e Graph neural networks (GNNs)-based methods
o Valina graph learning, graph learning with contextual information,
and with causal reasoning

e Large language models (LLMs)-based methods
o LLMs for event prediction, data construction and a benchmark
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Future directions

e Combining the strengths of GNNs and LLMs
o Ultilize the structural understanding of GNNs with the contextual
and linguistic capabilities of LLMSs.

e Leveraging LLMs for event prediction with causality
o Incorporate causal relationships into LLM-based predictions.

e Addressing biases and ensuring fairness
o ldentify and mitigate biases in both data and models.
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Tutorial: Advances in Human Event Modeling:
From Graph Neural Networks to Language Models

Thank you

If you have any questions, feel free to contact:
Songgaojun Deng: s.deng@uva.nl
Yue Ning: yue.ning@stevens.edu (Slides uploaded)
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